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Statistical inference 

 Is the procedure whereby conclusions about a pop are made 

based on findings from a sample obtained from the pop 

 Since it’s often difficult to measure every individual in the 

pop, samples are taken and inferences drawn from them 

about the pop 

 Two measures of statistical inference: 

 Confidence intervals – give an estimated range of values which is likely 

to include an unknown population parameter, the estimated range being 

calculated from a set of sample data  

 Hypothesis tests – test whether there’s sufficient evidence in a sample of 

data to infer that a certain condition is true for the entire population 

 These measures are linked to the concept of sampling 

distribution 
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Statistical inference 

Confidence intervals 

 A confidence interval  is a pair of numerical values defining 

an interval, which with a specified degree of confidence 

includes the parameter being estimated 

 If we construct a CI for the pop mean 𝜇 with a value for the 

lower confidence limit (𝐿𝐶𝐿) and a value for the upper 

confidence limit (𝑈𝐶𝐿) at the 95% degree of confidence, we can 

say that we are 95% certain that this CI encloses the true value of the 

pop mean 

Hypothesis testing 

 In hypothesis testing we state that we will reject a certain 

hypothesis only if there is a 5% or less chance that it is true 
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Statistical inference 

Hypothesis testing 

(a) Null hypothesis 

 Frequently, there’s an expected/natural value for a parameter 

– called the null value 

 In hypothesis testing we assess whether the statistic 

computed from a sample is consistent with the null value 

 If there’s consistency then the statistic will be considered 

equal to the null value except for sampling & measurement 

errors 

 The argument that there’s consistency betwn the statistic and 

the null value is the null hypothesis – denoted by 𝑯𝟎 

 The 𝐻0 can be written as: 𝑯𝟎: 𝝁 = 𝝁𝟎 
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Statistical inference 

Hypothesis testing 

(b) Alternative hypothesis 

 Is the opposite of the 𝐻0 - the assertion that the null value is 

inconsistent with the statistic – is denoted by 𝐻𝑎 

 𝐻𝑎 states that the parameter is not equal to, is greater than, or 

less than the null value 

 Can be expressed as: 

𝐻𝑎: 𝜇 ≠ 𝜇0 (𝑡𝑤𝑜 𝑠𝑖𝑑𝑒𝑑) 

𝐻𝑎: 𝜇 > 𝜇0 (𝑜𝑛𝑒 𝑠𝑖𝑑𝑒𝑑) 

𝐻𝑎: 𝜇 < 𝜇0 (𝑜𝑛𝑒 𝑠𝑖𝑑𝑒𝑑) 

 The choice of the 𝐻𝑎 will affect the way we conduct the test 

 We choose an 𝐻𝑎 based on the prior knowledge we have about 

possible values: 
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Statistical inference 

Hypothesis testing 

 Two-sided test: We are testing whether 𝜇 is, or is not equal to a specified 

value 𝜇0. We have no strong opinion whether 𝜇 is greater/less than 𝜇0 and 

we state:  

𝐻0: 𝜇 = 𝜇0 

𝐻𝑎: 𝜇 ≠ 𝜇0 

 One-sided test: We are testing 𝜇 to be greater/less than a given value 𝜇0. 

We need prior knowledge that 𝜇 is on a particular side of 𝜇0. We restate 

the hypothesis as: 

𝐻0: 𝜇 ≥ 𝜇0 

𝐻𝑎: 𝜇 < 𝜇0 𝑶𝑹 

𝐻0: 𝜇 ≤ 𝜇0 

𝐻𝑎: 𝜇 > 𝜇0 

 Significance level: Refers to the null hypothesis 

 When the probability (𝑃) that the statistic is consistent with the null 

value becomes too small, we say that the statistic is significantly different 

from the null value and hence we reject 𝐻0: 𝜇 = 𝜇0 

 How small must 𝑃 be for us to reject the 𝐻0? – usually 0.05 is used 
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Statistical inference 

Errors in hypothesis testing 

Type I Error 

 This is denoted by 𝜶 – which is the probability that we will reject 

the 𝐻0: μ = 𝜇0 when the 𝐻0 was actually correct 

 The probability that the 𝐻0 is true is the 𝑷-value  

 More correctly, the 𝑃-value is the probability that we would observe a 

statistic equal to, or more extreme, than the value we have observed if the 

𝑯𝟎 is true 

Type II Error 

 This is denoted by 𝜷 – occurs when the 𝐻0 is accepted when the 

𝐻𝑎 is true (NB: 𝛽 is often set at 0.20) 

 This allows us to calculate the power of a test 𝟏 − 𝜷 which is the 

probability of rejecting the 𝑯𝟎 if 𝑯𝒂 is true  

 Also, the power of a test is the ability of the test to detect a real difference 

when that difference exists and is of a certain magnitude 

 For a given sample size 𝑛, lowering 𝛼 (say below 0.05) will increase 𝛽 

 Probability of type II error (𝛽) decreases with increase in 𝑛 
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Statistical inference 

Errors in hypothesis testing 
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𝑯𝟎 

True False 

Accept 𝟏 − 𝜶 (confidence 

level) 

Type II error (𝛽) 

Reject Type I error (𝛼) 𝟏 − 𝜷 (power) 



Sampling distribution 

 Confidence intervals and hypothesis tests are linked to the 

concept of sampling distribution 

 When different samples of equal size are repeatedly taken 

from the same pop & we repeatedly calculate the statistics (e.g. 

estimates of 𝜇, 𝜎 and 𝜋) for each sample we get populations of 

statistics with known probability distributions 

 The pop originally sampled is called the parent 

population/parent distribution while that of the computed 

statistic is the sampling distribution 

 NB: The idea behind estimation is that 𝑁, no. of individuals in the pop is very 

large compared to 𝑛 the no. of individuals in the sample, so that sampling 

doesn’t affect the probability of choosing a particular sample – means that 

although we are not sampling with replacement, in terms of probability, it as 

though we were sampling with replacement   
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Sampling distribution of a mean 

 If all possible samples of a given size, 𝑛, were picked and a 𝑥  

(sample mean) calculated for each, the population of 𝑥 ’s would have 

a normal distribution with a mean equal to the mean of the 

parent distribution and a variance that is 
1

𝑛
 times smaller than 

that of the parent distribution i.e. the sampling distribution of 𝑥  is normal 

with a mean= 𝜇 and a variance =
𝜎2

𝑛
 

  
𝜎2

𝑛
 is called the standard error of the mean which measures 

the variability of the 𝑥 ’s obtained when taking repeated samples 

of size 𝑛 (recall: 𝜎 measures the variability of the individual 𝑥’s in the population) 

 As the sample size (𝑛) increases, the 
𝜎2

𝑛
 of the sample mean 

decreases meaning that 𝑥 ’s become  clustered more closely to the 

mean 𝜇 – we get more precise estimates as 𝑛 increases 
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Sampling distribution of a mean 

 If 𝑛 (sample size) is large (𝑛 ≥ 20), the sampling distribution of 𝑥  will 

be normal with mean = 𝜇 & variance = 
𝜎2

𝑛
 even if 𝑋 (parent variable) is 

not normally distributed – called the central limit theorem  

 

 

 

 

Confidence interval for a mean 

 To make inferences about the true mean 𝜇 we construct a CI 

 We accept that the observed mean 𝑥  is generally within 1.96 

(recall: 𝑍0.025 = 1.96) standard errors of the true mean 𝜇 so that the 

interval: 𝑥 ± 1.96 × 𝑆𝐸(𝑥 ) will usually include the true value 

 This means that on repeated sampling, 95% of sample means 

would fall within 1.96 standard errors of the 𝜇 so that the 

interval: 𝑥 ± 1.96 × 𝑆𝐸(𝑥 ) includes 𝝁 approx. 95% of the time (called the 95% CI) 
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Sampling distribution of a mean 

Confidence interval for a mean 

 A 99% CI is given by: 𝑥 ± 2.58 × 𝑆𝐸(𝑥 ) 

Example 

 The packed cell volume (PCV) was measured in 25 children sampled randomly 

from children aged 4 yrs living in a large West African village, with the following 

results: 

𝑥 = 34.1                 𝑠 = 4.3 

Using the 𝑠 as an unbiased estimator of 𝜎 we obtain the 95% CI of: 

34.1 ± 1.96 ×
4.3

25
= 𝟑𝟐. 𝟒 𝒕𝒐 𝟑𝟓. 𝟖 

Use of the 𝒕 distribution 

 As the value of 𝜎 is generally unknown (recall: 95%𝐶𝐼 = 𝑥 ± 1.96 ×

𝜎/𝑛 ), we have to use 𝑠 as an estimate of 𝜎 – introduces 

sampling error in calculation 

 Due to the this error, the interval: 𝑥 ± 1.96 × 𝑠/𝑛 includes 𝜇 

less than 95% of the time i.e. the calculated interval is too narrow 
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Sampling distribution of a mean 

Confidence interval for a mean 

Use of the 𝒕 distribution 

 To correct for this we use a multiplying factor larger than 1.96 

– makes interval wider and restores confidence level to 95% 

 The multiplying factor is contained in the 𝑡 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 

 The factor depends on the degrees of freedom (v) used to 

calculate the sample SD 𝑠 (𝑑𝑓 𝑎𝑟𝑒 𝑜𝑛𝑒 𝑙𝑒𝑠𝑠 𝑡ℎ𝑎𝑛 𝑠𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒 𝑖. 𝑒. 𝒗 = 𝒏 − 𝟏) 

 As 𝑛 increases the factor approaches 𝑍0.025 = 1.96 – hence t 

distribution only needs to be used for 𝑛 < 20 

Example 

 In the PCV example,  𝑣 = 25 − 1 = 24. Using the 𝑡 distribution with 24 𝑑𝑓, the 

95% CI is: 𝑥 ± 𝑡 𝑛−1 ,𝛼/2 ×
𝑠

𝑛
= 34.1 ± 2.064 ×

4.3

25
= 𝟑𝟐. 𝟑 𝐭𝐨 𝟑𝟓. 𝟗 
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Sampling distribution of a mean 

Significance test for a mean 

 We may wish to test a specific hypothesis about the pop mean 𝜇 

e.g. if data on 4yr children in USA indicate a mean PCV of 37.1 we may test whether 

our sample data (West African) are consistent with the 𝐻0: 

𝐻0:  𝜇 = 𝜇0 = 37.1 

𝐻𝑎:  𝜇 ≠ 𝜇0 

 One approach is to see whether the 95% CI includes the 

hypothesised value (37.1) – doesn’t (some evidence against the 𝐻0) 

 More objectively we use a significance test and examine the 𝑃-

value: 

𝑍 =
𝑥 − 𝜇0
𝑆𝐸(𝑥 )

=
34.1 − 37.1

4.3

25

= −𝟑. 𝟒𝟗 

 From the 𝑍 𝑡𝑎𝑏𝑙𝑒𝑠 we get the 𝑃-value: 2 × 0.00024 = 𝟎. 𝟎𝟎𝟎𝟒𝟖 (NB: 𝑃-

value is normally one-tailed so multiply the resulting probability by 2) 

 Interpretation: The data provide strong evidence against 𝑯𝟎 hence the mean PCV in 4yr 

old children in the West African village is less than that of children of the same age in 

the USA  
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Sampling distribution of a mean 

Significance test for a mean 

 If 𝑛 < 20 then 𝑡 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 is more appropriate: 

𝑡 =
𝑥 − 𝜇0
𝑆𝐸(𝑥 )

= −𝟑. 𝟒𝟗 

 From 𝑡 𝑡𝑎𝑏𝑙𝑒𝑠 3.49 falls betwn 3.467 & 3.745 hence 𝟎. 𝟎𝟎𝟏 <

𝑷 < 𝟎. 𝟎𝟎𝟐 
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Sampling distribution of a proportion 

Example: In a survey of 335 men attending a health centre in Guilford (UK), 127 

(37.9%) men said they were current smokers  

 How we can we use the result from the above sample to say 

something about the population which it represents? – we 

use the concept of sampling distribution 

 Suppose we repeatedly took a new sample of 335 men from 

this health centre (assuming a large no. of men are registered there) and 

calculated the proportion who smoked & then created a 

histogram of these values – histogram would represent the 

sampling distribution of the proportion: 
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Sampling distribution of a proportion 

 In practice we only conduct one survey from which to 

estimate 𝑝 

 Is 𝑝 close to 𝜋 or is it very different from 𝜋? 

 In any random sample there’s some sampling variation in 𝑝 so 

that the larger the 𝑛 the smaller the sampling variation 

 The sampling variation of a proportion is described by its 

standard error: 

𝑝 × (1 − 𝑝)

𝑛
 

 The 𝑆𝐸 of a proportion is a measure of how far our observed 

proportion 𝑝 differs from the true pop proportion 𝜋 

 In the previous UK example, the estimated 𝑆𝐸 of the 

proportion of smokers is: 
0.379×(1−0.379)

335
= 𝟎. 𝟎𝟐𝟔𝟓 𝒐𝒓 𝟐. 𝟔𝟓% 
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Sampling distribution of a proportion 

 To estimate the interval of possible values within which the 

true pop proportion 𝜋 lies we compute the CI: 

𝑝 ± 𝑍𝛼/2 ×
𝑝 × (1 − 𝑝)

𝑛
= 0.379 ± 1.96 ×

0.379 × 0.621

335

= 0.327 𝑡𝑜 0.431 𝑜𝑟 𝟑𝟐. 𝟕%(𝑳𝑪𝑳) 𝒕𝒐 𝟒𝟑. 𝟏%(𝑼𝑪𝑳) 

Interpretation: We are 95% confident that the true percentage of smokers in 

Guilford, UK lies between 32.7% and 43.1% 
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